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ABSTRACT 

        Frequent Itemset Mining method generate the frequent patterns. The frequency of an 

itemset may not be a sufficient indicator of interestingness, because it only reflects the number of 

transactions in the database that contain the itemset. It does not reveal the utility of an itemset, 

which can be measured in terms of cost, profit, or other expressions of user preference. In this 

research, maximize profit, the itemset utilities should be decided by the quantity of items sold 

and the unit profit on these items. In proposed system, an algorithm named Utility Model-

Growth for mining high utility itemsets from transaction databases are used. Utility Model-Tree 

maintains the information of high utility itemsets. The mining performance is enhanced 

significantly since both the search space and the number of candidates are effectively reduced.  

 

1. INTRODUCTION 

         Data mining is the process of extracting hidden patterns from large amounts of data. It is 

sometimes referred to as Knowledge Discovery in Databases. The goal of the data mining 

process is to extract information from a data set and transform it into an understandable structure 

for further use. It is commonly used in a wide range of profiling practices such as marketing, 

surveillance, fraud detection and scientific discovery.  The overall goal of the data mining 

process is to extract information from a data set and transform it into an understandable structure 

for further use.  

       Frequent itemset mining has become an important data mining task and a focused theme in 

data mining research. Frequent patterns are itemsets, subsequences or substructures that appear 

frequently in a data set i.e., with frequency more than the user-specified threshold. Finding 

frequent patterns plays an essential role in mining associations, correlations and many other 

interesting relationships among data. 

 

1.1. ASSOCIATION RULE MINING 

       In data mining, association rules are useful for analyzing and predicting customer behaviour. 

They play an important part in shopping basket data analysis, product clustering, catalogue 

design and store layout. Association rule mining finding frequent patterns, associations, 

correlations or causal structures among sets of items or objects in transaction databases, 

relational databases and other information repositories. Mining association rules from massive 

amount of data in the database is interested for many industries which can help in many business 

decision making processes, such as cross-marketing, basket data analysis and promotion 

assortment. 

 Let I be the set of all items and T be the set of all transactions i.e I={i1,i2,….in} and 

T={t1,t2,….tm}. Each transaction ti contains the subset of items chosen from I. The transaction 

width is defined as the number of items present in a transaction. A collection of zero or more 

items is called as the itemset. The itemset has a property namely support count which is the 
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number of transactions contain a particular itemset. The support count for an itemset is 

calculated as follows 

σ(X)=|{ti|X is subset of ti, tiєT}| 

 

where  X is the itemset , σ(X) is the support count and |.| is the number of items in a set.  

The strength of association rule can be measured in the terms of support and confidence. Support 

determines  by how long the rule is applicable to a given data set and Confidence determines 

how frequently the item is appeared in the transactions 

       Association Rule Mining (ARM) process can be divided into two steps. The first step 

involves finding all frequent itemsets in databases. Once the frequent itemsets are found 

association rules are generated ARM is widely used in market-basket analysis. For example, 

frequent itemsets can be found out by analyzing market basket data and then association rules 

can be generated by predicting the purchase of other items by conditional probability. An 

association rule mined from market basket database states that if some items are purchased in 

transaction, then it is likely that some other items are purchased as well. Finding all such rules is 

valuable for guiding future sales promotions and store layout. One key step of association mining 

is frequent itemset mining, which is to mine all itemsets.     

  

1.2 FREQUENT ITEMSET MINING 

 

Frequent itemset plays the vital role in the data mining tasks such as find the interesting 

patterns from databases. Frequent itemset mining is the process of finding patterns like itemsets, 

subsequences and substructures that occur frequently in a database. The frequent itemset mining 

is motivated by problems such as market basket analysis. It also plays an essential role in the 

mining of many other patterns such as correlation and association rules.  Mining of frequent 

itemsets is the set of items which are frequently purchased together in a transaction. Identifying 

frequent itemsets is one of the most important issues faced by the knowledge discovery and data 

mining. Mining frequent itemsets is the very crucial task to find the association rules between the 

various items. The frequent itemset mining is to identify all frequent itemsets. The generations of 

association rules are straight forward, once the frequent itemsets are identified. The frequent 

itemset is found out by using the methods such as Apriori Algorithm and vertical data format.  

 

1.3 UTILITY MINING 

 

         The traditional ARM approaches consider the utility of the items by its presence in the 

transaction set. The frequency of itemset is not sufficient to reflect the actual utility of an itemset. 

For example, the sales manager may not be interested in frequent itemsets that do not generate 

significant profit. Recently, one of the most challenging data mining tasks is the mining of high 

utility itemsets efficiently. Identification of the itemsets with high utilities is called as Utility 

Mining. The basic meaning of utility is the interestedness/importance/profitability of items to the 

users. In utility based mining the term utility refers to the quantitative representation of user 

preference. The limitations of frequent or rare itemset mining motivated researchers to conceive 

a utility based mining approach, which allows a user to conveniently express his or her 

perspectives concerning the usefulness of itemsets as utility values and then find itemsets with 

high utility values higher than a threshold. 
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2. EXISTING SYSTEM 

 

       Existing approach uses Frequent pattern list and Transaction pattern list for the sparse and 

dense databases to find frequent itemsets. During mining process, the features of the real 

databases are diversified and do not offer much benefit. It consumes more memory space and 

time to find the complete frequent itemsets.  The mining process should not be adaptive to the 

conditions of the database and does not use the appropriate data structure. It may loss infrequent 

but valuable itemsets and may present too many frequent but unprofitable itemsets to users.  The 

important itemsets with high profits can’t be found. 

        Problem Definition: The Existing Frequent Itemset Mining method does not considering 

purchased quantity and sales profit. The frequent itemset mining is to find an item that occurs in 

a transaction database above a user given frequency threshold, without considering the quantity 

or weight such as profit of the items. Each item in the supermarket has a different price and 

single customer will be interested in buying multiple copies of same item. Therefore finding only 

traditional frequent patterns in a database cannot fulfil the requirement of finding the most 

valuable itemsets that contribute the total profit in a retail business.  

 

3. IMPLEMENTATION AND RESULT 

 

The data structure named Utility Model Tree (UM-Tree) and the algorithm called Utility 

Model Growth (UM-Growth) are used for mining utility itemsets in the proposed work. To 

facilitate the mining performance and avoid scanning original database repeatedly, it uses Utility 

Pattern Tree to maintain the information of transactions and high utility itemsets. 

The Elements in UM-Tree: In UM-Tree, each node N includes N.name, N.count, N.nu, 

N.parent, N.hlink and a set of child nodes. The details are introduced as follows. N.name is the 

item name of the node. N.count is the support count of the node. N.nu is called node utility 

which is an estimate utility value of the node. N.parent records the parent node of the node. 

N.hlink is a node link which points to a node whose item name is the same as N.name. Header 

table is employed to facilitate the traversal of UM-Tree. In the header table, each entry is 

composed of an item name, an estimate utility value, and a link. The link points to the last 

occurrence of the node which has the same item as the entry in the UM-Tree. By following the 

link in the header table and the nodes in UM-Tree, the nodes whose item names are the same can 

be traversed efficiently. The goal of utility mining is to discover all the high utility itemsets 

whose utility values are beyond a user specified threshold in a transaction database. It proposes 

UP-Growth and uses a special data structure called UP-Tree.   

Structure of UP-Tree: The UM-Tree with two scans of the database. In the first scan 

Transaction Utility of each transaction is computed Transaction Weighted Utilization (TWU) of 

each single item is also calculated. Unpromising items are removed from the transaction and 

utilities are eliminated from the Transaction Utilities of the transaction databases. The remaining 

promising items in the transaction are sorted in the descending order of TWU.  In the second 

scan Transactions are inserted into UM-Tree. The proposed system is divided into three modules 

containing removing Unpromising items, construction of UM Tree   Finding Utility Items   

Removing Unpromising Items: Consider the transaction database in Table.1 and the 

profit table in Table 2. Given a finite set of items I = {i1, i2, …, im}. Each item ip (1 ≤ p ≤ m) 

has a unit profit p(ip). An itemset X is a set of k distinct items {i1, i2, …, ik}, where ij I, 1≤ j ≤ k, 

and k is the length of X. Fig.1 shows the screen shot of Removing Unpromising Items. 
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          A transaction database D = {T1, T2, …, Tn} contains a set of transactions, and each 

transaction Td (1 ≤ d ≤ n) has an unique identifier d, called TID. Each item ip in the transaction 

Td is associated with a quantity q(ip, Td), that is, the purchased number of ip in TD. 

 

Table 1 Sample Transaction Database 

 

TID TRANSACTION TU 

T1 (A,1) (C,1) (D,1) 8 

T2 (A,2) (C,6) (E,2) (G,5) 27 

T3 (A,1) (B,2) (C,1) (D,6) (E,1) (F,5) 30 

T4 (B,3) (C,3) (D,3) (E,1) 20 

T5 (B,2) (C,2) (E,1)(G,2) 11 

 

 

Table 2 Profit Table 

 

Item A B C D E F G 

Profit 5 2 1 2 3 1 1 

 

 

 
 

Fig.1 Removing Unpromising Items 
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Step 1: The utility of an item ip in the transaction Td is denoted as u(ip, Td) and defined as p(ip) × 

q(ip, Td).  For example, in Table 1 and 2, u({A}, T1) = 5 × 1 = 5. 

Step 2: The utility of an itemset X in Td is u(X, Td) and defined as u(ip ,Td ). For example, 

u({AC}, T1) = u({A}, T1) + u({C}, T1) = 5 + 1 = 6. 

Step 3: The utility of an itemset X in D is denoted as u(X) and defined as  u(X ,Td ) For example, 

u({AD}) = u({AD}, T1) + u({AD}, T3) = 7 + 17 = 23. 

Step 4:  The transaction utility of a transaction Td is denoted as TU(Td) and defined as u(Td, Td). 

For example, TU(T1) = u({ACD}, T1) = 8. 

Step 5: The transaction-weighted utilization of an itemset X is the sum of the transaction utilities 

of all the transactions containing X, which is denoted as TWU(X). For example, TWU({AD}) = 

TU(T1) + TU(T3) = 8 + 30 = 38. Suppose the minimum utility threshold min_util is 30. In the 

first scan of database, TUs of the transactions and the TWUs of the items are computed. They are 

shown in the last column of Table 3. As shown in Table 3, {F} and {G} are unpromising items 

since their TWUs are less than min_util. The promising items are reorganized in the header table 

in the descending order of TWU.  

 

Table 3 Items and their TWUs 

 

Item A B C D E F G 

TWU 65 61 96 58 88 30 38 

 

An item ip is called a promising item if TWU(ip) min_util. Otherwise, the item is called 

an unpromising item. Table 4 shows the reorganized transactions and their RTUs for the 

database. As shown in Table 4, unpromising items {F} and {G} are removed from the 

transactions T2, T3 and T5, respectively. Besides, the utilities of {F} and {G} are eliminated from 

the TUs of T2, T3 and T5, respectively. The remaining promising items {A}, {B}, {C}, {D} and 

{E} in the transaction are sorted in the descending order of TWU. The unpromising items and 

their utilities are eliminated from the transaction utilities during the construction of a UM-Tree. 

The principle is to discard the information of unpromising items from the database since an 

unpromising item plays no role in high utility itemsets and only the supersets of promising items 

are likely to be high utility. 

Table 4 Reorganized Transactions  

 

TID Reorganized transaction RTU 

T1’ (C,1) (A,1)   (D,1) 8 

T2’ (C,6) (E,2) (A,2) 22 

T3’ (C,1)   (E,1) (A,1)   (B,2) (D,6) 25 

T3’ (C,3) (E,1) (B,3)   (D,3) 20 

T5’ (C,2) (E,1) (B,2) 9 

 

 

Construction of UM –Tree: The first reorganized transaction T1’ = {C, A, D} leads to 

create a branch in UM-Tree. The first node {C} is created under the root with {C}.count = 1 and 

{C}.nu = 8. The second node {A} is created under node {A} with {A}.count = 1 and {A}.nu = 
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8. The third node {C} is created as a child of node {A} with {C}.count =1 and {C}.nu = 8. 

When the next reorganized transaction T2’ = {C, E, A} is retrieved, the node utility of the node { 

C} is increased by 22 and {C}.count is increased by 1. Then, a new node {E} is created under 

{C} with {E }.count=1 and {E}.nu = 22. Similarly, a new node {A} is created under the node 

{E} with {A}.count=1 and {A}.nu = 22. The reorganized transactions T 3’, T3’ and T5’ are 

inserted in the same way.  Fig.2 shows the screen shot for remove minimum weighted utility 

item. 

 

 
 

Fig.2  Finding the Path 

 

Step 6: (Path utility of a path ) The path utility of a path pj = ({ai}{ai+1}....{an}) in {ai}-CPB is 

equal to {ai}.nu and is denoted as pu(pj, {ai}-CPB).For example, the path utility of the path 

{AC} in {D}-CPB is 8. 

Step 7: (Path utility of an item in a path) For each item ip in the path pj , the path utility of an 

item ip in a path pj in {ai }-CPB is equal to pu(pj, {ai}-CPB )and denoted as pu(ip, pj). For 

example, the path utility of {A} in the path {AC} is 8. 

Step 8: (Path utility of an item in a database) The path utility of an item ip in {ai}-CPB. For 

example, the path utility of item {A} in {D}-CPB is equal to (pu ({A}, {AC}) + pu({A}, 

{BAEC})) = (8 + 25) = 33. 

          Suppose min_util is 30. The algorithm starts from the bottom of the header table and 

considers the item {D}. By tracing the nodes to root, three paths (D-A-C: 1, 8), (D-B-A-E- C: 1, 

25) and (D-B-E-C: 1, 20) are found. For each path, the first number beside the path is is the path 
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utility, which is equal to {D}.nu. These paths are collected and shown in Table 5. By scanning, 

items and their path utilities are obtained, which is shown in Table 3.6. In Table 6, item {A} is 

an unpromising item since its path utility is less than min_util, i.e., 33<30. Then promising items 

{B}, {C} and {E} are arranged in the header table. Scan again to construct UM-Tree, when 

unpromising items are removed from the path and the remaining items are rearranged in the 

descending order according to their path utilities. 

 

Finding Utility Itemsets: Fig.3 shows the utility itemsets. When a path is retrieved, each 

unpromising item is removed from the path and its minimum item utility in this path is 

eliminated from the path utilities. Consider the path shown in Table 7, the reorganized 

transactions are shown in the second column, and their path utilities which are reduced .When 

the first reorganized path {C} is inserted into Tree, the first node {C} is created under the root R’ 

with {C}.count = 1 and {C}.nu = 3. When the second path { C, B, E } is inserted into the tree, 

{C}.count is increased by 1, and {C}.nu is increased by(20 – (miu({B}) × 1 + miu({E}) × 1)) = 

20 – (3+3) = 13. After that, {C}.nu is equal to 16. The second node {B} is created under the 

node {C} with {B}.count = 1 and {B}.nu = (20 – miu({E}) × 1) = 20 – 3 = 17. The last node 

{E} is created under the node {B} with {E}.count = 1 and {E}.nu = 20. After inserting all paths 

in {D}-CPB, {D}-Tree is constructed completely.  

 

 
 

Fig 3 Utility Itemsets 
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Table 5 Finding Path 

 

PATH REORGANIZED PATH PATH UTILITY 

{A,C} {C} 8 

{B,A,E,C} {CBE} 25 

{B,E,C} {CBE} 20 

    

 

Table 6 Minimum Utility 

 

ITEM A B C D 

PATH  UTILITY 33 35 53 35 

 

 

Table 7 Path Utility 

 

PATH REORGANIZED PATH PATH UTILITY 

{A,C} {C} 3 

{B,A,E,C} {CBE} 20 

{B,E,C} {CBE} 20 

 

 

The Fig.4 shows that Utility mining performs better than Frequent Itemset Mining. It 

enhances overall profit. In this result shows the system of frequent patterns produce small 

portion of the overall profit. Utility mining refers to the quantitative representation of user 

preference.  

 
Fig.4 Minimum Utility Vs Profit 
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4. CONCLUSION AND FUTURE WORK 

 

        Frequent Itemset Mining method produces only the frequent patterns. In this research 

maximize profit, the itemset utilities should be decided by the quantity of items sold and the unit 

profit on these items. The result shows that it performs well especially when the database 

contains long transactions. In future, it can be extended using Utility Model Growth Plus 

Algorithms for reducing both run time and number of candidates. 
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